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Ensemble methods in machine-learning are a kind of meta-algorithms that make use of 
other machine learning algorithms as a component to learn a collection of predictors. 
Ensemble learning takes the attitude that more predictors can be better than any single 
one and by learning many we can do a better job. We focus on Bagging and Random 
Forest.  

 
 
 

 


